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ABSTRACT
In recent years, fake news has been a primary concern since it plays
a significant role in influencing the political, economic, and social
spheres. The scientific community has proposed several solutions
to detect such fraudulent information. However, such solutions are
unsuitable for social media posts since they cannot extract sufficient
information from one-line textual and graphical content or are
highly dependent on prior knowledge, which may be unavailable
in the case of unprecedented events (e.g., breaking news).

This paper tackles this issue by proposing HiPo, a novel multi-
modal historical post-based fake news detection method. By com-
bining the features extracted from the graphical and textual content,
HiPo assesses the truthfulness of a social media post by building
its historical context from prior off-label posts with high similar-
ity, therefore achieving online detection without maintaining a
context or knowledge database. We evaluate the performance of
HiPo via an exhaustive set of experiments involving four real-world
datasets. Our method achieves a detection accuracy higher than
84%, outperforming state-of-the-art methods in most experimental
instances.

CCS CONCEPTS
• Information systems → Social networks; • Security and pri-
vacy→ Social aspects of security and privacy; •Computingmethod-
ologies → Neural networks.
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1 INTRODUCTION
A comprehensive definition of fake news could be “news articles
that are intentionally and verifiably false and could mislead read-
ers” [1]. As fake news intentionally distorts facts [2], they have
posed growing threats, especially with the emergence of Internet
news agencies, the “echo chamber” effect, and multiple growing
crises where people could become prey to disinformation, rumors,
and polarized fake news. Attackers can also leverage fake news to
lure unsuspecting users into becoming victims of attacks, such as
phishing or malware, or unaware pawns in a distributed denial of
service attack (DDoS) [3]. Moreover, online users’ massive use of
social networks has further exacerbated the spread of fake news
in recent years. During the Covid-19 pandemic, fake news and
misinformation through social media sites have spread so fast that
the World Health Organization (WHO) calls it an “infodemic”. The
effects include confusion and support for behaviors that can harm
health, lead to mistrust in science, and ultimately undermine the
public health response to the pandemic [41].

Using techniques such as deep fusion for fake images and text-
generating models, including GPT [4], the dangerous fake news
can be planted in the truth automatically. However, fake news and
misinformation have also affected AI-generated content; for exam-
ple, a factual error made by the new Google Bard AI chatbot has
led to an 8% fall in Alphabet shares in 2023 [13]. To identify fraudu-
lent content, social media platforms have employed a considerable
workforce from the community and third-parties checkers [23]
with, unfortunately, limited success due to the astonishing num-
ber of posts to be verified. Therefore, researchers have recently
proposed automatic fake news detection methods that aim to guar-
antee the correctness of information shared on social media posts.
We can categorize such methods by the features extracted from

 

2805

https://orcid.org/0009-0008-0470-4327
https://orcid.org/0009-0003-1234-3369
https://orcid.org/0000-0001-6262-6859
https://orcid.org/0000-0002-3878-7940
https://orcid.org/0000-0001-5912-4647
https://doi.org/10.1145/3583780.3614914
https://doi.org/10.1145/3583780.3614914
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3583780.3614914&domain=pdf&date_stamp=2023-10-21


CIKM ’23, October 21–25, 2023, Birmingham, United Kingdom Tianshu Xiao, Sichang Guo, Jingcheng Huang, Riccardo Spolaor, & Xiuzhen Cheng

At 22:50 on August 12, the Tianjin Fire Brigade received an 
alarm that a fire had broken out in a ha-zardous chemical pile [...] 
23:30 or so, another explosion occurred at the scene. All the fire-
fighters on the scene died heroically. Once again, we salute the 
public security fire fighters who were fighting on the front line.

2015-08-13 16:17

More than 10 people tra-
pped in a factory fire in 
Wuxi, Jiangsu # CCTV 
News
2013-09-04 17:22

A warehouse fire in Hu-
bei 3 firefighters fainted 
in continuous combat
2014-07-29 15:24

Guangdong a firecracker 
storage site explosion 2 
people killed
2013-12-26 20:45

Fake News �

Historical News

Textual Similar News:
1 2 3

Spatial Similar News:
1. Ya’an Earthquake  
2. Student sentenced 
to 5 years in prison for 
kidnapping
3. "Tonghe Mall" is a 
pyramid scheme

2015 Tianjin explosion, the re-
levant personnel concealed the 
truth, resulting in the sacrifice of 
25 fire fighters!
2022-12-03 09:00

A major explosion occurred in 
Tianjin Binhai New Area on 8-12, 
killing 165 people, injuring 768, 
missing 8, and damaging 304 
buildings, 12,428 commercial ve-
hicles, and 7,533 containers. 
2017-12-25 14:50

Following News⋮

Figure 1: An example of fake news p from Weibo and its
related similar posts.We also report some news posted before
(on the center and bottom left) and after (bottom right) the
post time of p.

social media posts they leverage: news content (content-drivenmeth-
ods) [14, 20, 25, 50], user-to-user interactions (social context-driven
methods) [8, 18, 32, 49], and knowlegde extraction from identified
entities (knowledge-driven methods) [44, 46, 52].

On the one hand, expanding the perception domain for various
news features allows models to cope with the labeling bias due to
the expensive labeling process and possible mislabeled news [9, 11].
In particular, previous work has relied on multiple feature channels,
where the interrelationship of news in the training set is discovered
through the memory capacity of neural networks [52]. However,
insufficient effort has been made outside of the training set to
leverage the interdependence of labeled newswith similar unlabeled
information.

On the other hand, time bias occurs when assessing a model’s
performance with “temporally inconsistent evaluations that inte-
grate future knowledge about the testing objects into the training
phase or create unrealistic settings” [27]. In particular, such a bias
may have led to the misevaluation of fake news detectors in the
literature [6, 14, 17, 37] where the training-testing partitioning
has not taken into account the temporal information of posts. In
addition, limited prior information is a common scenario for virus-
like propagation of fake news, which in turn spreads disbelief and
unwillingness to follow the collection of restrictions among the
public [16]. Figure 1 shows an example in which similar historical
news is significantly less informative for the latest accident than
the following news. Therefore, the real-world gap between histori-
cal and upcoming news requires temporally uncoupling training,
validation, and testing sets to avoid time bias.

To address the biases mentioned above, this paper introduces
time awareness as a fundamental architectural design element in

fake news detection through the design of HiPo, aHistorical Posts-
based multi-modal fake news detection method. Our model lever-
ages a wide-range background of unlabeled historical news to en-
sure the quality of the information on social media platforms. Given
a post to be verified, our method retrieves similar posts from a his-
torical background dataset to cope with the insufficient information
within the setting of time bias countering. To mitigate the labeling
bias, HiPo’s channels of news perception include textual and spatial
modality, which encourages the discovery of in-depth inter-modal
relationships among posts. We aggregate the features of a selection
of similar posts in an intra-modal fashion to obtain the feature
fusion results, followed by an inter-channel fusion layer.

The main contributions of this paper are:

• We present a historical posts-based multi-modal fake news
detection model (HiPo) that integrates similar historical
posts into the feature embedding process for themulti-channel
historical-based perception.

• We evaluate the detection performance of HiPo with a thor-
ough set of experiments on four extensive multi-lingual
datasets of social media posts. Such an evaluation includes
assessing the robustness of HiPo against time and label-
ing biases. Our results show that HiPo outperforms other
content-based competitors in most experiment instances.

• To mitigate the labeling bias in state-of-the-art methods, we
propose a historical perception-specified plugin based on
HiPo’s module that integrates information from unlabeled
posts. We experimentally demonstrate that such a plugin
improves their average accuracy by 1.8%.

2 RELATEDWORK
In this section, we introduce previous research on content-driven
fake news detection, where different approaches aim to integrate the
limited information extracted from posts with additional sources.
While they achieve significant detection performance by only re-
lying on a post’s content, they do not adequately address the time
and labeling bias. In what follows, we survey the state of the art of
content-driven fake news detection, organizing this work by their
modality.

2.1 Single-Modality Fake News Detection
The evolution of neural networks contributes to the development
of content-driven methods based on neural networks. Ma et al.
in [20] are among the first researchers to utilize a neural network
(i.e., RNN of multiple types) to improve the performance of single-
modal detectors. Subsequently, the same research group [21, 51]
uses a CNN in the multitask learning approach of model design.
We can further categorize other consequential work into two main
categories.

On positive effects of context granularity on model performances.
[29] explores the contribution of visual information-based detec-
tion of fake news. [39] introduces graph neural networks for in-
tersentence logic perceptions. [5] elaborates on the role of visual
information from a broader perspective. [55] retrieves semantic
information with a high dimension to provide targeted fake news
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detection, where multifaceted semantics based on a universal lan-
guage model (BERT) and two domain-specific models cover related
news contents of the given topic.

On the generalization ability for broader applications. [22] en-
hances models’ robustness through an additional adversarial train-
ing process. [45] utilizes the reinforcement learning mechanism
for better performance in the real-world setting of breaking events.
[55] mitigates the impact of separate news entities through the iden-
tification of casual effects. [34] studies on the news environment
from their context information. [25] improves the cross-domain
generalization capability of the model through a multistage training
process.

2.2 Multi-Modality Fake News Detection
First proposed in [14], the multi-modal fake news detection task
focuses on further leveraging inter- and intra-modality news fea-
tures. In that work [14], textual features generated by RNN and
other multi-modal features are inputted into the attention layer
for prediction. Subsequently, [42] proposes an adversarial neural
network-based approach and [17] introduces the VAE method. It is
worth noticing that [37] introduces the pre-trained models of BERT
and VGG-19 into neural-based multi-modal feature extraction for
textual and spatial news information, respectively. The work that
extends such a method can be further divided into two different
approaches:

On improving the multi-modal feature fusion. [36] proposes re-
placing BERT with a more advanced and text-based pre-trained
model of AXNet. [54] calculates the similarity between textual
and spatial features as a kind of auxiliary information. [48] assists
fake news detection through multi-modal information consistency
detection. [47] attempts to regenerate the human reading process
through a multi-layer co-attention mechanism in the fusion process.
[28] introduces multiple approaches to infer image-text relations
for relation-specified feature fusion. [30] leverages the hierarchical
semantic output of hidden layers in BERT to improve text-semantic
perception. [50] similarly leverages the fusion of the outputs of the
ResNet and BERT hidden layer. [6] relies on a cross-modal ambigu-
ity learning module to adaptively aggregate unimodal features and
cross-modal correlations.

On generalization abilities. [43] and [50] utilize themeta-learning
mechanism and the topic memory module to improve models’ cross-
domain performances separately.

2.3 Inter-Modality and Intra-Modality
Pre-training

While intra-modality pre-trained models are used to extract fea-
tures from news context, inter-modality pre-training frameworks
are used to embed model perception in the multi-modal post. Both
approaches aim to comprehensively model news representations
with specialization for the fake news detection task. On the one
hand, fine-tuned intra-modality models, including BERT [7], VGG-
16/19 [35] and ResNet [12], provide the intra-modality understand-
ing for most of the recent work. On the other hand, the CLIP frame-
work proposed in [31] provides a method for pre-training the per-
ception of text-image relations for multi-modal modules.

The main limitation of the work mentioned above lies in not
considering the abundant news’ historical background as a viable
source of information. To the best of our knowledge, our method
is the first to detect fake news by also leveraging the historical
background of the post under test. Moreover, our method is the
first to consider and mitigate time and labeling biases by design.

3 THE HIPO SYSTEM
The ultimate goal of our system is to classify a given social media
post as ‘fake’ or ‘legitimate’. Therefore, we build a binary classifier
that leverages information extracted from such a post 𝑝 and the
historical news background H , i.e., the other posts available in the
dataset (excluding the post 𝑝). Since a social media post can contain
text and images, our method extracts information from both textual
and spatial contents, respectively. Moreover, we extract information
perceived from other similar posts in a dataset as historical news
background. In summary, our multi-modal fake news detection
method relies on information from three channels: textual, spatial,
and perceptional.

In Figure 2, we depict the overall architecture of our system,
which can be divided into four modules:

• Multi-modal feature extraction uses pre-training models
to extract features from a given post and its contemporary
posts.

• Historical similar news retrieval uses a multi-modal sim-
ilarity metric to identify contemporary posts with high simi-
larity to the post under test.

• Historical fusion involves previously selected posts that
hold similar multi-modal features to improve the perception
of three different modalities in the given post.

• Inter-modal fusion andClassification aggregate themulti-
modal features and provide a classification for the given post.

In what follows, we provide a detailed description of each of the
aforementioned modules.

3.1 Multi-Modal Feature Extraction Module
In this module, we extract the textual and spatial feature vectors
from social media posts in the dataset.
Textual Feature Extraction. From the textual content of a post 𝑥 ,
we extract a feature vector 𝑇𝑥 by applying the BERT model [7]
for natural language processing, which provides an effective rep-
resentation of textual content. We fix the number of words𝑤 (i.e.,
the internal parameter of BERT) as twice the average number of
words of the posts in the entire dataset. For a single word, BERT
outputs a feature vector 𝑣 of size 768 (i.e., the hidden size of BERT).
Therefore, we concatenate the feature vectors for each word to
obtain 𝑇𝑥 = 𝑣1 ∥ · · · ∥ 𝑣𝑤 of total size |𝑇𝑥 | = 𝑤 · 768.
Spatial Feature Extraction. Social media posts often include images
that contain information that may not be present in their textual
contents. For this reason, we also extract from images of a post 𝑥
a spatial feature vector 𝑆𝑥 . For this task, we employ the VGG-19
model [35] and obtain a vector whose values are the ones of the
last hidden layer (i.e., a total feature with a size of 1000).
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Figure 2: The diagram of the main components of our Historical Posts Based Multi-modal Fake News Detection (HiPo) method.
We mark the information from the post under test p in yellow.

3.2 Historical Similar News Retrieval Module
In this module, we adopt an approach based on micro environ-
ment [34] to identify a set H𝑝 of high similarity to the post under
test 𝑝 . We first compress the textual feature vector 𝑇𝑥 of a post 𝑥
by applying a pooling layer to obtain the vector 𝑇 ′

𝑥 . As a similarity
metric, we compute the L2-norm between the feature vectors of
post 𝑝 and another post 𝑞 ∈ H . Therefore, we select the 𝑘𝑠𝑖𝑚 most
similar posts applying the k-nearest neighbors algorithm. Using
the compressed 𝑇 ′

𝑞 and the spatial vector 𝑆𝑞 for each post 𝑞 inH ,
we apply kNN to obtain the sets H𝑇

𝑝 and H𝑆
𝑝 , respectively. Hence,

we obtain a set of posts with high similarity H𝑝 = H𝑇
𝑝 ∪H𝑆

𝑝 with
size 𝑘𝑠𝑖𝑚 ≤ |H𝑝 | ≤ 2 · 𝑘𝑠𝑖𝑚 since some posts may appear in both
H𝑇
𝑝 and H𝑆

𝑝 .
Subsequently, we extract comprehensive historical background

features (hereafter also referred to as perceptional channel) from
the image and textual content of the retrieved posts in H𝑝 . For
image content, we apply the VSDH (Visual Similarity Distribu-
tion Histogram) [15] to extract the similarity distribution with fine
granularity. In particular, we calculate the cosine similarity 𝑠 (·, ·)
between the spatial feature vector of 𝑝 and the one of each post
inH𝑝 . Hence, we distribute such similarities (whose values range
from [0, 1]) into 128 equal-interval bins and count them, obtaining
the following vector:

h =

{ ∑︁
q∈H𝑝

1[𝑠 (𝑆𝑝 , 𝑆𝑞) ∈ 𝑛-th bin]
}128
𝑛=0

(1)

where 1{·} is the indicator function. VSDH serves as an auxiliary
inference to identify images with a similar context to the one of
post p or image reuse. It is worth noting that we can align the
output h (of size 128) with those from other perceptional channels
(having also size 128) of the subsequent historical fusion module.

For the textual content, we aim to assess the similarity of 𝑝 to the
posts in H𝑝 to grasp the related news trends despite their different
text lengths. We integrate the average textual feature vector, the
lower border, and upper border of textual features in the textual
background vectors v𝑏 with 3 × |𝑣 | dimension, wherein weights

in averaging the textual features 𝑇 ′
𝑖
are implemented as cosine

similarities {𝑠 (𝑇 ′
𝑝 ,𝑇

′
𝑖
)}𝑘𝑠𝑖𝑚
𝑖=0 with the given post p.

3.3 Historical Fusion Modules
In these modules, we generate a fusion of feature vectors from
the target post 𝑝 and a representative set of posts within H𝑝 . In
particular, we identify such a set H𝐹

𝑝 containing 𝑘𝑓 posts with
𝑘𝑓 < 𝑘𝑠𝑖𝑚 (i.e., H𝐹

𝑝 ⊂ H𝑝 ). The value of 𝑘𝑓 is a hyper-parameter
of HiPo. We design three distinct modules based on a multi-head
attention mechanism [40] for the textual, spatial, and perceptional
channels. For each module, we rely on multi-head attention to
build bottom-up fusion integrated post-wise features of post 𝑥 and
H𝐹
𝑝 as building blocks. In what follows, we describe in detail each

historical fusion module.

3.3.1 Historical-Spatial Fusion Module. The spatial channel gives
image-based indications, which may provide limited information.
However, such information is crucial in a multi-modal channel
scenario to enhance the overall detection performance. Given the
spatial information of p and posts inH𝐹

𝑝 , we use a paralleled multi-
head attention layer to aggregate the historical spatial feature with
a total size of |H𝐹

𝑝 | · |𝑆 | for efficient spatial information processing,
with the output of each head defined by:

head𝑥 = Attention(Q𝑘W
𝑄

𝑖
,K𝑘W

𝐾
𝑖 ,V𝑘W

𝑉
𝑖 ), (2)

where the 𝑘-th attention receives a tuple of the query, key, and
value. Specifically, we configure the input to the applied multi-head
as:

Q𝑘 = 𝑆𝑘 K𝑘 = V𝑘 = 𝑆𝑝 , (3)
where we fuse the spatial features of p with historical posts sepa-
rately. We then concatenate and align the resulting features with
the other fusion to generate the historical-spatial fusion.

3.3.2 Historical-Textual Fusion Module. To improve the effective-
ness of textual feature extraction, we design the historical-based
textual fusion module, which is separated into word-level and text-
level fusion, with a kernel attention layer from [49] and amulti-head
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Figure 3: The detailed illustration of the historical-textual fusion module of HiPo.

attention layer implemented at the corresponding level. The word-
level fusion aims to generate the post-wise full-text feature for all
posts in {p} ∪ H𝐹

𝑝 using the input of the word vectors 𝑣 contained
in𝑇𝑖 for each p𝑖 in the above compound set, and the purpose of the
next text-level fusion is to fuse the full-text features for a single
text-level feature output of p.

In the first fusion, the transformation of word-level similarities
based on word pairs from 𝑇𝑝 × 𝑇𝑖 , where × denotes the Carte-
sian product, is generated from Gaussian kernels in the first at-
tention layer, where we denote the similarity of each word pair
as 𝑠𝑘,𝑙

𝑖
:= 𝑠 (𝑣𝑘 , 𝑣𝑙 ) with 𝑣𝑘 and 𝑣𝑙 from p and p𝑖 , separately. The

similarities after Gaussian kernel transformation become the ker-
nel attention on the word-level fusion for a single news post. We
depict the diagram of bi-level fusion in Figure 3, where we use cross-
attention to further leverage kernel attention from the word-level
fusion. To enhance learning, the 𝐶 kernels independently learn the
transformmatrix, where the combination of matrices represents the
comprehensive attention on all word pairs, reflecting the predicted
importance thereof in the word-level fusion:

K𝑖, 𝑗,𝑘,𝑙 := Kernel𝑗 (𝑠𝑘,𝑙𝑖 ) = exp

(
−
(𝑠𝑘,𝑙
𝑖

− ` 𝑗 )2

2𝜎2
𝑗

)
, (4)

where the aggregated kernel attention matrix is denoted by K𝑖, 𝑗,𝑘,𝑙
for the transformed similarities of the word pair (𝑣𝑘 , 𝑣𝑙 ) from dif-
ferent p and p𝑖 , and ` 𝑗 and 𝜎 𝑗 denote the kernel mean values and
widths, which are fixed as ` 𝑗 = 0 and 𝜎 𝑗 = 5 for the stable mutation
of Gaussian kernels. The attention of word pairs within different
kernels is integrated into single-valued word-level attention by
summing over 𝑖 and 𝑗, 𝑘 of K𝑖, 𝑗,𝑘,𝑙 . We first use the average function
to aggregate different words 𝑣𝑙 of the historical post p𝑖 :

K′
𝑖, 𝑗,𝑘

:= log
𝑤𝑖∑︁
𝑙=1

K𝑖, 𝑗,𝑘,𝑙 , (5)

where 𝑤𝑖 is the word length of post p𝑖 and 𝑤𝑝 for p. Then, with
neural-based functions, the resulting matrix K𝑖, 𝑗,𝑘 is aggregated
over different kernels and historical posts:

K′′
𝑖 :=

1
𝑤𝑝

∑︁
𝑗,𝑘

softmax𝑗 (𝑊 · 𝜙 (K′
𝑖, 𝑗,𝑘

) + 𝑏), (6)

where we use a Softmax layer to normalize the kernel weights gen-
erated by a CNN layer 𝜙 . Finally, we obtain the word-level fusion
regarding different historical posts p𝑖 as historical-textual fusion
using post-wise textual features with kernel attention, giving the
word-level fusion for p𝑖 as f𝑖 = K′′

𝑖
·𝑇𝑖 . Additionally, the average

feature fusion in H𝐹
𝑝 is calculated as f𝑝 = 1/𝑘𝑓

∑
𝑖 f𝑖 for the p’s

word-level fusion and all word-level fusion are used as the corre-
sponding kernel-based full-text features in the text-level fusion. We
use f𝑝 as the word-level feature in this module, which is used in the
next stage of text-level fusion and the next multi-modal fusion mod-
ule. For the text-level fusion, different from the parallel attention
layer described above in Eq. 2, we connect the input and output of
adjoining layers in a streamlined fashion by setting:

Q𝑘 = f𝑖 K𝑘 = f𝑝 V𝑘 = H𝑘 ⊕ f𝑝 . (7)

The full-text feature regarding p𝑖 , the memory of test post p and the
previously generated text-level feature are fused, where the histori-
cal posts are fed to the inputs in decreasing similarity regarding p.
Finally, we use the last output of the multi-head attention layerH𝑘𝑓
as the text-level feature of p, which represents the comprehensive
relationship among p ∪H𝐹

𝑝 with the attention of general full-text
features, apart from the word-level kernel attention fusion f𝑝 .

3.3.3 Historical-Perceptual FusionModule. In thismodule, we lever-
age the informative vectors of textual background v𝑏 to fuse with
the kernel perception f𝑝 independently by following the same ap-
proach in the historical-spatial fusion above, where we implement
three multi-head attention in parallel with the concatenated out-
puts after alignment. The histogram h for background images is
used directly as the background spatial feature, which we fuse with
the textual feature in the next module.

3.4 Inter-modal Fusion Module
We apply the MUSE attention paradigm [53] to fuse features from
the textual, spatial, and perceptional channels. In particular, MUSE
deploys multiple parallel CNNs with shared parameters to enhance
the feature hierarchy within the self-attention mechanism.

In our implementation, we use three parallel convolutions (each
consisting of two layers) and a self-attention part. In the first layer,
we assign each convolution a distinct kernel size (i.e., 1, 3, and 5)
and provide as input the concatenation of feature vectors from
the three above channels. In the second layer, we use a point-wise
kernel (i.e., with size = 1) for all three parallel convolutions.

The self-attention part applies Eq. 2 on the concatenation of five
feature vectors (i.e., spatial, text- and word-level textual, and image-
and text-perceptual) for the query, key, and value. The value is
passed accordingly to the input of convolutions. Finally, we consider
the multi-modal fusion as the weighted sum of self-attention and
CNNs outputs.

 

2809



CIKM ’23, October 21–25, 2023, Birmingham, United Kingdom Tianshu Xiao, Sichang Guo, Jingcheng Huang, Riccardo Spolaor, & Xiuzhen Cheng

Table 1: The dataset partitioning for experiments.

Dataset Training Validation Testing Background Pre-train Total

Fakeddit 8,191 2,584 2,527 563,999 29,184 577,301
IFND 1,536 512 512 54,154 13,568 56,714
Twitter 1,856 640 640 110,464 22,016 113,600
Weibo 6,967 2,560 2,560 175,000 28,928 187,087

3.5 Classification of Fake Posts
The classification of the given post p based on its multi-channel
feature fusion F𝑝 is generated by:

𝑌𝑝 = Softmax
(
tanh

(
𝑊 (F𝑝 ) + 𝑏

) )
. (8)

With the predicted label 𝑌𝑖 of the 𝑖-th training post, the training
loss we use in learning is defined as:

L(Θ) =
∑︁
𝑖

−
(
𝑌𝑖 log𝑌𝑖 + (1 − 𝑌𝑖 ) log(1 − 𝑌𝑖 )

)
. (9)

4 EXPERIMENTAL EVALUATION
In this section, we evaluate the performance of HiPo compared
to other methods of the state of the art and varying the time and
mislabeling biases.

4.1 Experimental Method
We describe the implementation and parameters of our method, the
datasets, and the competitor methods considered in the experimen-
tal evaluation.
Hardware and Software. We implement our model in Python 3.8.15
and the development is based on Pytorch 1.10.0 with the support of
CUDA 11.3 as a verification tool. We also use Pandas and NumPy
libraries for the dataset with table processing and CPU-only tasks.
The training process is based on the Adam optimizer and runs on
a server with two Intel XEON W2295 (18 cores) and four NVIDIA
Geforce RTX 3090. The version of our model with 256batch_size
reaches a maximum memory usage of 30GB RAM on the CPU and
14GB video RAM on the GPU.
Datasets. For our experimental evaluation, we use the following
dataset of social media posts: Fakeddit [24], IFND [33],Weibo [34,
42] and Twitter [19, 26, 38]. The posts on IFND and Fakeddit datasets
are in English, while the ones on Weibo are in Chinese. The Twit-
ter dataset is multi-lingual, with the majority of posts in English.
Due to computational limitations, we crop the length of posts’
textual content at twice the average length of 36 and 120 words
or characters for English and Chinese, respectively. Since our im-
plementation of BERT is based on the majority of languages in a
single dataset, the HiPo relies on parameterized uncased BERT for
textual processing (i.e., bert-base-chinese for Chinese dataset
Weibo and bert-base-uncased for the other datasets). To avoid
time bias, we sort the posts in each dataset by their publication
date. Hence, we split a dataset into temporally continuous sets for
training, validation, testing, and background. For the pre-training
process, we use a subset of the background set. While the Fakeddit
dataset is imbalanced (i.e., 66% of the posts are fake news), the other
three datasets are well balanced (i.e., 50% legit and 50% fake news
posts). We report in Table 1 the number of examples in each of the
considered datasets.

Table 2: Fine-tuned model parameters on different datasets.

Dataset L. Rate Grad. Decay MultiHead Size Dropout Boundary

Fakeddit 6 · 10−4 10−3 [2, 4, 8] 10−1 [1.8, 80]
IFND 5 · 10−6 10−2 [4, 1, 12] 10−1 [1.6, 33]
Twitter 9 · 10−6 10−3 [8, 8, 8] 10−1 [1.5, 70]
Weibo 4 · 10−6 10−4 [8, 2, 4] 3 · 10−1 [3.5, 100]

Model parameters.We select the following parameters of HiPo in-
dependently from the dataset: learning rate {10−𝑖 , 2 · 10−𝑖 , 3 · 10−𝑖 ,
· · · ,9 · 10−𝑖 }6

𝑖=3; gradient decay {0, 10−1, · · · , 10−6}; multi-head
size in attention layers {1, 2, 4, 8, 12} (i.e., triple for text, image and
perceptional channels); model dropout {0, 0.1, 0.3, 0.5, 0.01}; mini-
mum similarity boundary of historical backgroundH𝑝 (i.e., 𝑘𝑠𝑖𝑚)
is within the interval [0, 100] (i.e., couple for text and image chan-
nels); and numbers of similar historical posts set to 𝑘𝑠𝑖𝑚 = 10 and
𝑘𝑓 = 5. The selection of parameters for the next experiment based
on different datasets is listed in Table 2.
Competitors. For the performance comparison, we consider seven
state-of-the-art fake news detection methods. We can divide such
methods into two categories:

• Single-modal competitors: The bi-directional LSTM-based
Bi-LSTM [10], BERT-base-uncased pre-trained model-based
BERT [7] and image feature extractor based onVGG-19 [35].
For these three methods, we apply a full connection and a
softmax layer to obtain their final predictions.

• Multi-modal competitors: Att-RNN [14] uses LSTM to pro-
cess news text and VGG-19 to process spatial information
by including an attention mechanism for multi-modal fu-
sion. MVAE [17] uses a bi-modal variational autoencoder
coupled with a binary classifier. SpotFake [37] utilizes the
concatenation of textual and spatial features as input for a
linear and a Softmax layer. CAFE [6] first uses an encoding-
decoding style ambiguity-aware network to update uni- and
multi-modal features, and then employs a fusion layer for
the final prediction.

For the above methods, we use the parameter values that achieve
the best performance as reported in the respective work. Since we
consider four distinct datasets, we incorporate adaptive parameter
optimizations for each dataset.
Evaluation Metrics. To evaluate the models, we use the following
metrics: accuracy𝐴𝑐 = (𝑇𝑃 +𝑇𝑁 )/(𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 ), precision
𝑃𝑟 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃), and recall 𝑅𝑒 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁 ), where True
Negative (𝑇𝑁 ) and False Negative (𝐹𝑁 ) are the number of posts
correctly and incorrectly classified as “legitimate”, respectively; and
True Positive (𝑇𝑃 ) and False Positive (𝐹𝑃 ) are the number of posts
correctly and wrongly classified as “Fake”, respectively. In addition,
we calculate the Area Under the receiver operator characteristic
Curve (AUC).

4.2 Performance Evaluation of the Basic Model
In this evaluation, we assess the performance of HiPo in the datasets
considered and compare it with the other competitors in the state of
the art. In the same settings, we perform an ablation study to assess
the contribution of each information channel to HiPo performance.
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Table 3: The performance evaluation of the model and competitors.

Model
Fakeddit IFND Twitter Weibo

Accuracy Recall Precision AUC Accuracy Recall Precision AUC Accuracy Recall Precision AUC Accuracy Recall Precision AUC

HiPo (Ours) 86.7 71.6 83.9 90.6 93.4 90.8 95.2 97.6 85.2 86.5 83.1 88.7 88.2 91.7 85.8 95.0
VGG-19 [35] 76.9 48.8 68.7 76.3 72.7 61.1 77.4 77.8 82.4 80.7 81.4 85.4 63.4 67.5 62.4 67.5
BERT [7] 85.5 73.9 78.5 90.3 89.8 91.5 87.6 96.7 81.3 80.8 78.6 86.4 86.7 83.5 89.2 94.0
Bi-LSTM [10] 84.8 74.5 75.9 89.9 90.2 90.3 89.6 96.3 80.7 73.3 81.5 87.7 85.6 82.2 88.3 93.1
AttRNN [14] 86.1 72.5 81.5 85.8 81.6 77.3 83.4 89.5 81.3 76.3 81.2 84.9 83.3 80.2 85.4 90.5
SpotFake [37] 86.2 70.1 83.5 90.7 81.3 77.7 82.4 88.6 83.2 80.0 82.1 87.8 84.3 83.1 85.2 91.6
MVAE [17] 85.3 65.4 85.2 90.1 78.9 79.4 77.5 87.3 82.8 79.3 82.1 87 84.5 80.2 87.7 91.6
CAFE [6] 85.4 87.4 91.9 83.9 92.0 90.6 94.4 92.4 82.7 82.2 87.2 84.2 88.2 85.7 91.9 88.4

4.2.1 Comparison Study. In this study, we compare the perfor-
mance of HiPo with competitors on the four datasets. In Table 3,
we report the empirical results of such a comparison according to
the metrics considered. We can see that HiPo outperforms other
state-of-the-art methods in the majority of the instances. Overall,
HiPo achieves the best accuracy, and AUC on the four datasets.
However, the precision of HiPo is lower than CAFE on Fakeddit
and Twitter datasets (i.e., 8.0% and 4.1% lower, respectively) and
lower than BERT, Bi-LSTM, MVAE and CAFE on the Weibo dataset
(i.e., 2.6%, 1.7%, 1.1% and 6.1% lower, respectively). This means
that HiPo tends to identify challenging posts as “fake”, leading to
false positives. Although HiPo has a lower recall than CAFE (i.e.,
15.8% lower) on Fakeddit, it achieves a significantly higher AUC
(i.e., 6.7% higher). This suggests that HiPo’s performance is more
favorable on balanced datasets, and underperforms on the skewed
Fakeddit dataset. However, Hipo achieves the highest accuracy
and AUC over Fakeddit, showing stable performance under imbal-
anced datasets. In particular, the posts in the Twitter dataset are the
most challenging to learn from due to their multi-lingual nature.
Hence, the feature extraction and similar news retrieval methods
may be inaccurate, since they would extract information using non-
corresponding BERT cases. On this note, with insufficient textual
information of each language for training, the multi-modal HiPo
can achieve relatively stable performance in the historical-based
spatial feature fusion, which aids the degraded textual channel. This
result is also confirmed by our ablation study in Section 4.2.2.

4.2.2 Ablation Study. In this study, we evaluate the accuracy of
HiPo across different channels, namely textual, spatial, and per-
ceptional channels. We report the results of the ablation study in
Figure 4. These results offer the following insights:

• Using a single channel, HiPo achieves similar accuracy to its
single-modal competitors. However, a single channel is not
sufficient to provide comprehensive historical-based infor-
mation.

• The contribution to the performance of different channels
varies significantly. Compared to textual and historical chan-
nels, the spatial channel provides a limited contribution.

• Not considering the spatial channel (i.e., T+P) results in a
notable decrease in accuracy compared to the three-channel
HiPo (i.e., All). This suggests that the perceptional and tex-
tual channels provide different information, whose diversity
could benefit from the spatial channel.
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Figure 4: Accuracy for the ablation study. We consider the
features from the textual (T), spatial (S), and perceptional (P)
channels.

4.3 Effects of Labeling Bias
In its basic version, HiPo extracts information from posts in the
historical background without considering whether they are fake or
legit. As the label for such posts may not be available, we can obtain
their labels as classifications from one of our competing methods
or via semi-supervised learning. By relying on such additional
information, we can incur labeling bias, since the obtained labels
may be wrong (i.e., false positive or false negative), thus uncertain.

In this analysis, we modify HiPo to integrate learning with posts
in historical background labeled by a competitor (i.e., labeler) and
assess the effect of labeling bias. To integrate HiPo with the labeled
posts, we add a similarity matrixW𝑖, 𝑗 = 𝑠 (𝑇𝑖 ,𝑇𝑗 ) to the perceptional
channel, where we assign the labeler’s classification 𝑌𝑝 to diagonal
values W𝑖,𝑖 .

Table 4 reports the results of this analysis. Comparing the results
with Basic HiPo (without labelers), we notice that the information
from labeled background sets provides comparable or minor im-
provements on the considered datasets, with only a major precision
improvement on the Twitter dataset. In summary, HiPo is robust
against labeling bias as it achieves stable performance, while minor
improvements are related to the quality of the individual labeler.
As an example of mislabeling, most labelers on the IFND dataset
assign identical labels to more than half of the background news,
which results in constant performance (see Table 4).

4.4 Robustness under Time Bias
In this section, we study the effect of time bias on detection perfor-
mance by considering the partitioning of time-mixed datasets and
different numbers of similar historical posts.
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Figure 5: Accuracy with time-mixed training and testing set.
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Figure 6: Accuracy varying the size of similar historical posts.

4.4.1 Time-mixed Dataset Partitioning. In a real-world setting, a
dataset may have issues with the time of posts (e.g., the times-
tamp is missing (or wrong), only includes posts from discontinuous
time intervals, or is temporally highly concentrated. Therefore, our
method needs to be robust even on datasets with the above issues,
where the time bias cannot be avoided. In this evaluation, we com-
pare the detection performance of HiPo and other competitors in
time-mixed datasets (i.e., posts are shuffled before partitioning into
training and testing sets) partitioned using the same proportions in
Table 1. From the results reported in Figure 5, we can observe that
HiPo outperforms competitors, except for VGG-19 and Bi-LSTM in
the Fakeddit dataset. HiPo is robust against time-mixed datasets, as
it achieves an accuracy higher than 92.5% across all datasets. Under
time-mixed partitioning settings, CAFE achieves the highest accu-
racy on Fakeddit and IFND, but HiPo outperforms it on Twitter and
Weibo (i.e., 0.3% and 0.8% higher, respectively). In comparison, other
methods achieve either an overall lower accuracy or a significantly
lower accuracy on one or more datasets.

4.4.2 Downsizing the Historical Background and Training Sets. The
amount of posts available as historical background (i.e., Background
set) and for training is another aspect influenced by time bias.
Historical Background. In Figure 6, we illustrate how exponentially
reducing the size of the background set (i.e., 1/2𝑖 of its original size
with 𝑖 = 0, ..., 4) influences the accuracy of HiPo on the considered
datasets. We can see that the accuracy of HiPo remains unchanged
in the Fakeddit dataset. Additionally, after an initial slight accu-
racy drop at half the size of the original background set (i.e., 1/2),
HiPo maintains a stable accuracy on the IFND, Weibo, and Twitter
datasets despite further reductions.
Training Set. Considering the Fakeddit dataset, we reduce the size
of the training set using the same exponential reduction as above.
The results in Figure 7 show that HiPo maintains a higher and quite
stable accuracy compared to the other methods (i.e., only a 3.3%
decrease between the original size and 1/16). Such results suggest
that the information from the historical background compensates
for the reduced number of posts in the training set.
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Figure 7: Accuracy varying the size of Fakeddit training set.

5 EXTENDED APPLICATIONS OF HIPO
In this section, we discuss two possible extensions for the HiPo
method related to the use of pre-trained historical fusion by other
methods and transfer learning between different domains.

5.1 Enhancing the Competing Methods via
Pre-trained Historical Fusion Module

In the literature, researchers have used pre-trained models to im-
prove the performance of other natural language processing meth-
ods [7, 31]. In this study, we first employ pre-training on the his-
torical post-based attention mechanism provided by the historical
fusion modules. We then enhance the competitors by replacing
their feature extraction modules with the historical posts-based
HiPo mechanism, where the multi-modality features are rebuilt
from the output of historical-textual and historical-spatial fusion
modules. The competitor’s enhancement consists of two steps.
Pre-train the historical fusion module.We separately pre-train the
textual and spatial modules, use them to extract a target post’s
features, and use such features to identify a set H𝑝 of similar posts
in the historical background. In particular, we enable the intra-
modal features with pre-training by masking feature input [7] as
follows: (i) the first quarter of features includes a random word in
the post p to mark it as masked; (ii) the second quarter suffers 1/4
of its continuous words masked by a substring of a post q ∈ H𝑝

of equal length; (iii) the third quarter contains only 3/4 of random
words from p; and (iv) the fourth quarter is left unchanged.
Applying Pre-trained HiPo modules to competitors.We provide the
output of our historical fusion modules as input for the feature
processing modules of other competing models (i.e., we replace the
output of their original feature extraction).

We apply this process to enhance the competing methods and
report their results in Table 5. We can observe an overall perfor-
mance improvement compared to their original versions in Table 3.
In particular, the average accuracy of enhanced competitors in-
creases by 0.6%, 3.1%, 1.0%, and 2.4% on Fakeddit, IFND, Twitter,
and Weibo, respectively. In summary, the introduction of historical-
based attention mechanisms enriches the information available to
content-based methods, improving their detection performance.
Considering that the cross-modal ambiguity learner integrated into
CAFE is partly trained from the feature fusion module, our imple-
mentation replaces the input of the fusion module while conducting
zero-based training for each dataset. This restricts the quality of
training samples for the ambiguity module (especially datasets with
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Table 4: The performance of HiPo under the labeling bias using classifications from labelers (i.e., competing methods).

Labeler
Fakeddit IFND Twitter Weibo

Accuracy Recall Precision AUC Accuracy Recall Precision AUC Accuracy Recall Precision AUC Accuracy Recall Precision AUC

VGG-19 [35] 85.4 79.2 75.3 90.7 92.8 91.5 93.4 97.4 84.8 85.1 82.3 88.7 86.6 84.7 88.1 93.9
BERT [7] 86.0 75.7 79.0 90.5 92.8 91.9 93.0 97.6 83.4 85.0 80.6 88.6 86.5 84.8 87.7 94.3
Bi-LSTM [10] 86.4 76.4 79.8 91.0 92.8 91.9 93.0 97.6 84.2 84.6 81.5 90.3 86.6 89.8 87.5 94.4
AttRNN [14] 85.9 74.6 79.9 90.5 92.8 91.9 93.0 97.6 84.0 85.7 80.9 89.1 87.0 89.4 85.3 94.5
SpotFake [37] 85.7 74.5 79.0 91.4 92.8 91.9 93.0 97.5 83.6 82.1 82.1 89.7 86.5 86.8 86.3 94.1
MVAE [17] 85.4 73.3 78.5 90.6 92.8 91.9 93.0 97.6 84.4 86.9 80.9 89.4 86.6 86.0 87.0 94.1
CAFE [6] 86.3 76.8 79.0 91.1 93.2 91.9 93.8 97.6 83.6 85.9 79.8 89.4 86.2 92.8 82.0 94.4

HiPo (no bias) 86.7 71.6 83.9 90.6 93.4 90.8 95.2 97.6 85.2 86.5 83.1 88.7 88.2 91.7 85.8 95.0

Table 5: The performance of competitors enhanced with historical posts-based attention.

Enhanced
Competitor

Fakeddit IFND Twitter Weibo

Accuracy Recall Precision AUC Accuracy Recall Precision AUC Accuracy Recall Precision AUC Accuracy Recall Precision AUC

VGG-19 [35] 77.9 51.1 70.7 79.2 73.8 58.3 82.3 79.3 83.2 82.3 81.6 86.4 63.3 66.3 62.5 64.3
BERT [7] 85.5 74.1 78.1 90.4 90.2 87.5 91.9 96.5 81.4 81.4 78.5 84.7 88.2 89.1 87.5 88.3
Bi-LSTM [10] 85.4 73.1 76.9 89.2 90.4 89.1 90.9 96.5 82.2 80.4 80 86.7 88.9 86.7 90.8 88.7
AttRNN [14] 86.4 73.1 81.4 88.7 84.8 87.9 81.9 91.5 83.8 80.9 83.4 87.6 87.0 85.6 88.1 86.9
SpotFake [37] 86.6 69.4 85.0 91.3 82.2 72.1 89.0 90.9 83.4 83.5 80.3 87.8 86.5 84.7 87.8 86.2
MVAE [17] 86.6 71.0 84.1 88.8 91.8 88.7 94.0 96.4 83.6 80.8 82.2 88.4 88.2 90.3 86.7 88.5
CAFE [6] 86.7 88.8 92.2 85.2 83.2 83.8 83.8 83.2 82.2 84.1 83.1 82.0 88.2 87.5 88.9 88.1

Table 6: The performance of models under shifted training
sets settings.

Training set IFND, Twitter Fakeddit, Twitter Fakeddit, IFND

Testing set Fakeddit IFND Twitter

Model Ac Re Pr AUC Ac Re Pr AUC Ac Re Pr AUC

HiPo (Ours) 65.1 15.7 36.6 52.4 68.0 87.5 61.9 72.9 67.6 69.1 63.1 73.8
VGG-19 [35] 46.3 50.8 29.9 46.1 46.5 21.1 39.7 42.4 52.2 75.9 48.2 50.8
BERT [7] 57.9 16.9 25.2 41.5 55.1 99.6 51.8 65.3 66.7 83.9 55.0 70.4
Bi-LSTM [10] 38.9 53.3 26.7 41.7 59.6 99.6 54.4 73.5 53.9 07.3 46.0 66.4
AttRNN [14] 35.2 79.3 30.3 46.0 52.9 11.7 55.8 57.0 52.7 00.4 05.9 49.7
FakeSpot [37] 46.4 58.9 31.2 49.0 58.2 51.4 57.5 62.9 66.8 63.8 63.3 69.5
MVAE [17] 54.1 21.0 23.8 40.0 63.5 85.8 58.2 67.6 54.7 30.2 50.0 58.3
CAFE [6] 59.3 41.7 8.6 51.3 54.7 54.9 72.5 54.9 44.4 49.4 79.4 29.1

a limited size, such as IFND and Twitter), thus it may impact its
performance due to overfitting.

5.2 Transfer Learning in Shifted Labeled News
Domain

We explore the learning transfer capabilities of HiPo by applying
a model to a different dataset previously unseen during training.
Considering the English-language datasets (i.e., Fakeddit, IFND,
and Twitter), we run this experiment following three steps: (i) we
reformat the fields of posts (dates, character encoding, etc.) in a
uniform format across the three datasets; (ii) we train HiPo using
two datasets as training sets (e.g., IFND and Twitter); and (iii) we
measure the performance with the remaining dataset as testing set
(e.g., Fakeddit). We repeat steps (ii) and (iii) for each dataset.

We report the results of transfer learning in Table 6. We can see
that HiPo outperforms other methods in transfer learning on larger

datasets (Fakeddit and Twitter). This result indicates that the use
of our historical posts-based method leads to better transferability.
While the learned perception of historical background is distributed
in a wider range for the shifted training set, our model can leverage
the unlabeled historical posts provided by the testing dataset in
an online manner, therefore leading to better resilience to trans-
domain adaptation and dataset shifts.

6 CONCLUSION AND FUTUREWORK
In this paper, we proposed HiPo, a historical post-based method
to detect fake news in social media posts. We designed and fully
implemented all its modules, including its multi-modal and his-
torical background feature fusion modules. Under time-aware ex-
perimental settings, we performed an in-depth evaluation of HiPo
performance and comparison with other state-of-the-art methods.

Empirical evidence shows that the multi-attention mechanism
used in historical-based fusion modules effectively combines the
information from a target post with its historical background, im-
proving the model’s performance in fake news detection. Moreover,
we can use HiPo’s pre-trained historical-based fusion modules to
enhance another context- or knowledge-based multi-modality fake
news detector.

As a future work, we intend to investigate the possible inte-
gration of HiPo with other learning approaches (e.g., reinforce-
ment and semi-supervised learning) and other perception channels
(e.g., social context, knowledge entities, and textual inferences). We
may also improve the efficiency of embedding the context in the
background news for detection by combining various data mining
approaches and optimizing the model structure.
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